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Abstract

In this paper we demonstrate whether the word
order of input question affects the performance
of existing Visual Question Answering(VQA)
model trained on VQA v2 dataset. We show
that randomly shuffling the word order of in-
put question has little influence on the perfor-
mance of VQA model. Also, we demonstrate
that encoding the question with self-attention
architecture that is independent of word order,
shows nearly equal performance to Recurrent
Neural Networks(RNNs) based encoder in ex-
isting VQA model. Based on these results, we
show that existing VQA model does not utilize
the word order of input question.

1 Introduction

Visual question answering(Goyal et al., 2017)
is a task of answering a question related to a given
image. The basic VQA model architecture fuses
the question representation from RNNs and the
image representations from Convolutional Neural
Networks(CNNs) with attention mechanism.

Although there have been notable attention
mechanisms (Ben-younes et al., 2017; Kim et al.,
2018; Anderson et al., 2017; Fukui et al., 2016)
to fuse image representations with questions for
VQA models, most models only use simple RNNs
such as LSTM(Hochreiter and Schmidhuber,
1997) or GRU(Cho et al., 2014) when encoding
the input question. The main reason is that RNNs
encode the words in the question sequentially to
represent the sentence structure. However, for
the VQA models, (Agrawal et al., 2016) showed
that VQA models strongly rely on language bias
and often jump to conclusions after seeing the
first several words in the question. Furthermore,
(Mudrakarta et al., 2018) showed that existing
VQA models depends on only a little parts of
the question words to answer the question. Also,
(Kafle and Kanan, 2017) and (Kazemzadeh et al.,

Figure 1: Shuffling the Word Order of Question

2018) investigated the inconsistency of existing
VQA models. Those results explains that VQA
models may not utilize the sentence structure in
questions and just rely on specific words in the
question.

For other vision-language co-understanding
tasks named Referring Expression Recogni-
tion(RER)(Kazemzadeh et al., 2014), (Cirik
et al., 2018) showed that randomly permuting the
word order of expression has little impact on the
recognition model.

In this paper, we study the weakness of question
understanding in existing VQA model specially
for insensibility of question word order like (Cirik
et al., 2018) did in RER. The observation of our
study is the following.

1. We observe that shuffling the word order of
input question randomly to destroy the sentence
structure has little impact on existing VQA model.

2. We demonstrate that encoding the question
with self-attention based architecture which does
not consider word order, shows almost same per-
formance to current RNNs architecture’s perfor-
mance in existing VQA model.

2 Experiments

Baseline Model
We use bottom-up top down attention
model(Anderson et al., 2017), the winning
model for 2017 VQA challenge, as a baseline
model for our experiments. The model encodes
the questions with RNNs and then adapt soft



Accuracy Train-Org Train-Rand
Eval-Org 63.25 60.91

Eval-Rand 49.26 60.98
Table 1: Random Permutation Results. Org means that
the input is in the original order and Rand is in the ran-
domly shuffled order while it is trained or evaluated.

attention mechanisms with the image features
extracted from faster RCNN(Ren et al., 2017).

Implementation Details
We use 1-layer bi-directional GRU with 1024 hid-
den units to encode the question and use 2-layer
feed-forward neural networks to final layer. We
use pre-trained GloVe(Pennington et al., 2014)
word embedding and freeze during the training.
We use Adam Optimizer(Kingma and Ba, 2014)
for learning late to 0.001 and train 30 epochs.

Dataset
All experiments in our paper are conducted on
VQA v2 dataset(Goyal et al., 2017). We trained
models on train split with 82,783 images and
443,757 questions and evaluate on validation set
with 40,503 images and 214,354 questions.

2.1 Shuffling the Word Order of Question

To check the whether the model utilizes the
question word order with RNNs in visual ques-
tion answering, we randomly shuffled the question
words like Figure 1 in the question. We report the
result in Table 1 for three cases, shuffling for both
train set and evaluation set, only for train set and
only for evaluation set. As shown in Table 1, the
model trained with word shuffling for both of the
splits and only for train splits show slight perfor-
mance drop. One of the reasons is that the aver-
age question length of the VQA dataset is short to
need reasoning. The other reason is that the model
mostly uses the information from specific words as
shown in (Agrawal et al., 2016; Mudrakarta et al.,
2018). Unlike the case that is only shuffled for
evaluation set, shuffling the word order during the
training strengthens this phenomenon. Hence, un-
less the specific words are dropped, changing the
order of the words may not hurt the question rep-
resentation much.

2.2 Self-Attention Mechanism

We conduct experiments about the models other
than RNNs that does not consider the word order

Figure 2: Self-Attention Mechanism

Question Encoding Accuracy
GRU 63.25

Average Pooling 61.01
Self-Attention 63.06

Table 2: Comparison with Order-Independent Methods

of input question. At first, we simply substitute
RNNs in base model with average pooling of word
embedding to represent the question. Since this
model does not receive the position of the word
in the question as an input, this model is inde-
pendent of question word order. As shown in Ta-
ble 1, the performance drops slightly from orig-
inal GRU based model and shows similar perfor-
mance to word shuffled RNNs. Also, we substitute
RNNs in baseline model with self-attention mech-
anism. This model, as shown in Fig 2, encodes a
input question with a linear transformation, self-
attention layer and weighted summation of input
word embedding. This model is also independent
of question word order. As shown in Table 2, this
model shows almost same performance as RNNs.
However, since it learns the importance of specific
words in the sentence, the model results in bet-
ter performance than average pooling. This results
seems that word order is unnecessary feature for
existing VQA models.

3 Conclusion and Future Work

In this paper, we observe that shuffling the word
order of input questions in current VQA model
has little impact on the performance even if the
model use RNNs to encode the question sequen-
tially. Also, we observe that encoding input ques-
tions with simple self-attention based network that
is independent of word order, show almost same
performance with RNNs. Hence, we observe that
VQA models does not utilize the question word
order to answer the question. Based on those ob-
servations, our future work will be about adopting
new encoding methods to VQA models such as
Graph Convolutional Networks(Defferrard et al.,
2016) to better understand the input question.
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