Abstract—We study a basic information ranking problem in networks where each node holds an individual preference over a set of items and the goal for each node is to identify a sorted list of items with the largest aggregate preference. We would like to achieve this with a fully decentralized algorithm that uses a limited per-node memory and limited pair-wise communications. We show how this problem can be reduced to a plurality selection problem where the goal for each node is to identify an item with the largest aggregate ranking score, and show that solving the reduced problem solves the original ranking problem with high probability. Then we introduce a simple and natural plurality selection algorithm for the selection over \(m \geq 1\) items that uses only \(\log_2(m) + 1\) bits of per-node memory and per pair-wise communication. We prove correctness of the algorithm with high probability as the number of nodes grows large for the case when each node communicates with any other node, and establish tight convergence time bounds.

The information ranking problem studied in this paper is a basic ranking problem that arises in various applications such as sorting elements in distributed computing systems, parallel databases, and may as well serve as a model of decentralized inference and opinion formation in distributed environments.

I. INTRODUCTION

In this paper we consider information ranking in networks where each node has an individual preference over a set of items and the goal for each node is to identify a sorted list of items with the largest aggregate preference (a top rank list). This is to be achieved in a decentralized fashion based on limited information exchanged at pair-wise node communications and limited amount of states stored by individual nodes. Such decentralized network information aggregation problems recently attracted quite some research interest, e.g. quantized distributed averaging [10], composite hypotheses testing [2] and consensus problem [2], [6], and are of interest in applications in the context of distributed computing systems, sensor systems, and online social networks.

Specifically, we consider a ranking problem over a set of \(m > 1\) items where each node has a ranking score associated with each item and then each item is associated with aggregate ranking score defined as the sum of ranking scores of this item over all nodes in the network. The goal for each node is to identify a set of \(l\) items with the largest aggregate ranking scores and sort them in decreasing order with respect to their aggregate ranking scores. We observe that for the special case of lists of size \(l = 1\), the problem corresponds to a plurality selection where the goal for each node is to identify an item with the largest aggregate ranking score. Previously-studied consensus problem [19], [6], [21] is a special case of plurality selection where the selection is over a set of two items. Notice that the given setting admits various interpretations. For example, in a distributed storage system, an item may refer to a key value of a dataset where preference of a node for an item may reflect the number of records of given key value stored in a local storage associated with this node. In an online service system, an item may correspond to an opinion or a state of nature and the node may refer to a user that has a preference over the set of opinions or states of nature. Note also that the plurality selection problem may be interpreted as identifying a mode of an empirical distribution that is defined by the frequency counts of items that are partitioned across nodes in a distributed network system. Our work could be seen as studying the following two broadly defined questions: Q1) How one could best design a fully decentralized algorithm for the information ranking problem? and Q2) What convergence time bounds could be achieved for the plurality selection problem and the ranking problem in distributed environments under given node memory and communication constraints?

In this paper we show how the ranking problem over a set of items can be reduced to a plurality selection problem over a set ordered lists of items, and introduce and study a simple and natural decentralized plurality selection algorithm. First, for the ranking problem we propose a simple and fully decentralized reduction algorithm where each node chooses an ordered list of \(l\) items called a local rank list in a way that solving the reduced plurality selection problem over the local rank lists solves the original ranking problem with high probability. For the plurality selection algorithm, we introduce and study a simple and natural algorithm that uses a simple automata with only \(2m\) states of per-node memory and per pair-wise communication for plurality selection over \(m \geq 2\) items. The state of a node indicates the identity of an item that the node would select as a plurality winner according to the current node’s belief and one extra bit that may be interpreted as the node’s confidence in its current belief. The state held by a node can be encoded with \(\log_2(m) + 1\) bits. For the case of majority selection over two items, this algorithm includes the ternary protocol studied in [19] as a special case. We provide analysis of the correctness and efficiency of the...
plurality selection algorithm for the case of complete graphs where each node communicates with any other node at a given rate. The assumption of the complete graphs may be enforced by the system design in a similar manner as found in the context of peer-to-peer networks where peering relations between nodes are pseudo-random and may be justified in general systems where node interactions are not restricted by a specific network topology. This assumption was admitted in many prior works, e.g. [17], [19].

A. Related Work

Our work relates to that on information aggregation in networks where a variety of problems were studied [3], [10], [4], [2], [16], [9], [11], [12], [1], [5], [21]. Our work is also related to the selection and sorting problems considered in the context of distributed systems, e.g. [14], [17], and some early work on hypothesis testing with limited memory in the context of information theory [7], [13], where we consider a network setting unlike to previous work, as well as that of interacting particle systems such as the standard voter model [15], [18].

The work that is closely related to ours is that on the consensus problem [19] which is equivalent to the majority selection over a set of two items. In [19], the authors studied a ternary algorithm which uses three states for per-node memory and per-pair-wise communication. It was shown that for the case of the complete graph of $n$ nodes, the algorithm fails to correctly identify the majority item with probability of error that diminishes to zero exponentially fast with $n$ and that the convergence time is $\Theta(\log(n))$. Our plurality selection algorithm encompasses that in [19] as a special case. A quaternary algorithm for two items under a two-way communication model was proposed in [2] which guarantees correct selection with probability 1 for any finite connected graph and whose expected convergence time was showed to be $O(\frac{1}{\lambda(n)} \log(n))$, where $\beta(n) > 0$ is a lower bound on the absolute eigenvalues of some matrices that characterize the rates of node pair-wise interactions [6]; for the case of the complete graph of $n$ nodes, $\beta(n)$ is independent of $n$ and is equal to the fractional margin by which the majority item is preferred over the other item. Our work considers more general problem of plurality selection for any number of items compared with all the aforementioned prior works.

B. Summary of our Main Contributions

Our main contributions can be summarized as follows:

1) Distributed ranking: we propose a simple and decentralized randomized algorithm for distributed ranking which reduces the problem of ranking to a plurality selection problem over the local rank lists (Section III). We prove that the probability that the algorithm does not output a correct answer diminishes exponentially fast in the number of nodes.

2) Plurality selection: we introduce a simple and natural plurality selection algorithm for the general case of $m > 1$ items. The algorithm uses only $2m$ states of per-node memory, and per-pair-wise node communication (Section IV). We show that under the limit dynamics of many nodes, the algorithm converges to a correct answer and show that the $\delta$-convergence time, defined as the earliest time at which for given $\delta \in (0,1)$, all but at most $\delta$ portion of nodes is in a correct state, is $\Theta(m(\log(1/\delta) + \log(1/\gamma)))$, where $\gamma > 0$ is the gap between the aggregate ranking score of a plurality item and the largest ranking score of a non-plurality item. Note that if $\delta = 1/n$, which may be interpreted as requiring all but one node to be correct, the convergence time is $\Theta(m \log(n))$, for every fixed gap $\gamma$. Therefore, we have that the limit dynamics suggests a convergence time that is logarithmic in the number of nodes $n$. Finally we establish a convergence result that relates the original stochastic system with the limit dynamics, and show that in our original stochastic system, at a $\delta$-convergence time with $\delta = 1/n^a$ for sufficiently small $\alpha > 0$, $1 - O(n^{-\alpha})$ fraction of nodes are in a correct state with probability $1 - O(1/n)$.

Due to space limitations, we omitted all the proofs and simulation results, which are available in the online companion of this paper [8].

II. Problem Formulation

In this section, we introduce notations and formulate the problem. We consider a network represented by a graph $G = (V,E)$ where the set of vertices $V = [n] = \{1,2,\ldots,n\}$ corresponds to a set of $n > 1$ nodes and the edges corresponds to links between nodes. For each node $i \in V$, a node $j \in V$ is said to be a neighbor of node $i$ if $(i,j) \in E$. Our analysis of plurality selection algorithm, we will assume that the graph is complete, i.e. $(i,j) \in E$, for every pair of nodes $i,j \in V$, $i \neq j$. Each node is assumed to communicate with each of its neighbors at some time instances. Specifically, we admit the standard asynchronous communication model (e.g. [3], [2], [19], [6]) where each edge between a pair of nodes $(i,j) \in E$ is activated at instances of a Poisson process of rate $\lambda_{i,j} \geq 0$. In an instance of such a communication, we will call $i$ an observer node and $j$ a contacted node. We denote with $I = [m] = \{1,2,\ldots,m\}$ the set of $m \geq 2$ items. A node $i$'s state denotes some bits of information about the preference of node $i$ over items. Initially, node $i$'s state is the original preference of node $i$. The state of $i$ changes by the algorithm as the communication proceeds. At each communication instance, the observer node changes its state based on the state of the contacted node and its own. As a special case, we consider the complete graph and assume that contact rates by individual nodes are identical (without loss of generality assumed to be equal to 1), thus $\lambda_{i,j} = 1/(n-1)$, for every $i,j \in V, i \neq j$.

The preference of each node $i \in V$ over items is described by a vector of ranking scores $\bar{v}_i = (v_{i,1},v_{i,2},\ldots,v_{i,m})$ such that $v_{i,j} \geq 0$ quantifies the preference of node $i$ for item $j$, and we assume the preference vector is normalized such that $\sum_{j=1}^{m} v_{i,j} = 1$, for every $i \in V$. In particular, if each node prefers exactly one item, we have that for every $i \in V$,
\( v_{i,j} = 1 \) for some \( j \in I \) and \( v_{i,h} = 0 \), otherwise. In this case, we call \( j \) the selected item of node \( i \). We let \( v_j \) denote the aggregate ranking score of item \( j \in I \) over all nodes, defined by \( v_j = \frac{1}{n} \sum_{i=1}^{n} v_{i,j} \). Without loss of generality, we assume that items are enumerated in decreasing order of aggregate ranking scores, so that \( v_1 \geq v_2 \geq \cdots \geq v_m \).

A top rank list is defined as an ordered list of \( l \) items \((1 \leq l \leq m)\) sorted in decreasing order of their aggregate ranking scores, such that each item from this list has an aggregate ranking score that is at least as large as the aggregate ranking score of any item that is not in the list. We denote with \( k \) the number of items with the largest aggregate ranking score, i.e. \( v_1 = \cdots = v_k > v_{k+1} \geq \cdots \geq v_m \). An item \( j \) is said to be a plurality item if \( 1 \leq j \leq k \) and is said to be a non-plurality item otherwise.

### III. RANDOMIZED DISTRIBUTED RANKING

We present a fully decentralized randomized ranking algorithm that is defined as follows. Given the rank list size \( l(1 \leq l \leq m) \), let \( p \) be a probability distribution over the set \([l]\) that is assumed to be strictly decreasing.\(^1\) In the following algorithm we consider \( \vec{v}_i \) for each node \( i \) as a probability distribution over items.

**Randomized Distributed Ranking**

1) Each node \( i \) creates a local rank list of \( l \) distinct items as follows.

2) Node \( i \) picks his selected item \( s_i \) by sampling from the distribution \( \vec{v}_i \) and then assigns a set of \( l \) distinct items to his local rank list as follows:

   - Item \( s_i \) is assigned rank \( r \) where \( r \) is a random sample from the distribution \( p \).
   - Other ranks are assigned items by uniform random sampling without replacement from the set of items \( I \setminus \{ s_i \} \).

3) Run a plurality selection algorithm over the set of local rank lists of individual nodes.

Notice that each node constructs a ranking of \( l \) items using only the knowledge of identities of items in the set \( I \) and does not use any global knowledge about preferences over items by other nodes. The set of all local rank lists of size \( l \) contains \( m(m-1) \cdots (m-l+1) = O(m^l) \) elements. The local rank list by a node is constructed by a random assignment that biases the selected item of the node to be ranked higher than other items, which allows for the inference of a top rank list with high probability as we show in theorem 1 below.

Let \( x(S) \) be the random variable indicating the fraction of nodes that selects a random local rank \( S \) under the above randomized ranking procedure, and let \( I_l \) denote the set of all local rank lists of size \( l \). Define \( x^* = \max_{S \in I_l} \mathbb{E}(x(S)) \)

1For example, one may choose \( p(j) = M(l+1-j), \ j = 1, 2, \ldots, l \), where \( M \) is the normalization constant \( M = 2/[l(l+1)] \).

and let \( T_i = \{ S \in I_l : \mathbb{E}(x(S)) = x^* \} \) and \( B_l = I_l \setminus T_l \). We say that the aggregate ranking scores \( \{ v_j \} \) are \( \epsilon \)-separated, if there exists \( \epsilon > 0 \) such that for every \( 1 \leq i < m \), either \( v_i = v_{i+1} + \epsilon \).

**Theorem 1:** Suppose that the aggregate ranking scores are \( \epsilon \)-separated. Then, for every \( 1 \leq l \leq m \) and a decreasing distribution \( p \), there exists \( \xi \geq \min_j p(j)/3 \) and a positive constant \( C_\xi \) which depends only on \( \xi \) such that

\[
\mathbb{P}(x(T) \geq x(B) + \xi, \text{ for all } T \in T_l, B \in B_l) \geq 1 - 2 \frac{m!}{(m-l)!} \exp(-C_\xi n).
\]

The proof of the theorem relies on combining the rearrangement inequality with the concentration of a sum of independent random variables. The theorem holds for \( C_\xi = \xi^2/27 \). Hence theorem 1 tells us that our random assignment guarantees correct identification of a top rank list with high probability provided that \( \epsilon = \Omega\left(\sqrt{\frac{\log(n)}{n}}\right)\).

### IV. A PLURALITY SELECTION ALGORITHM

In this section, we study a simple and natural plurality selection algorithm over a set of \( m > 1 \) items. We will first present the algorithm and then describe the underlying stochastic system that describes the evolution of the states under the given algorithm and the assumed communication model. We will then consider a limit dynamics that is a system of ordinary differential equations that are justified by appropriate scaling of the original stochastic system. We will first characterize the convergence time under this limit dynamics. Then we will provide a convergence result of the original stochastic system to the limit dynamics that justifies the convergence time characterization derived under the limit dynamics to the original stochastic system.

In our plurality selection algorithm, at each time instance, each node will be in a state \((j, s)\) where \( j \in I \) indicates the currently preferred item and \( s \) is either 0 (weak) or 1 (strong). The extra bit \( s \) can be interpreted as the node’s confidence in its current belief. We call a state \((j, 0)\) to be a weak state \( j \) and \((j, 1)\) a strong \( j \) state, for every \( j \in I \). Hence each node holds a memory of \( 2m \) states, and at each communication between a pair of nodes, the nodes exchange one of \( 2m \) states. The following describes our algorithm.

**Plurality Selection**

At each communication instance between two nodes:

1) If the observer node is in a strong state \( j \) and the contacted node is in a different strong state, then the observer node switches to the weak state \( j \).

2) If the observer node is in a weak state \( j \), it switches to the state of the contacted node.
Notice that this is a rather natural algorithm where the weak state essentially serves to remember the last strong state in which the node was. The state of the node can be encoded by $\log_2(m) + 1$ bits of memory per node and each communication of a pair of nodes requires the same bits of transmission.

**State Evolution.** Under the assumed asynchronous communication model, the system state evolves according to a continuous-time Markov process which we introduce in the following. Let $S_i(t)$ and $W_i(t)$ be the number of nodes that are in strong $i$ and weak $i$ state respectively at time $t$. The state evolution $(\vec{S}(t),\vec{W}(t), t \geq 0)$ is a continuous-time Markov process associated with the following transition rates:

$$
\begin{cases}
(\vec{S},\vec{W}) + (-e_i, e_i) & : S_i \sum_{j \neq i} S_j \geq \frac{W_i}{n-1} \\
(\vec{S},\vec{W}) + (0, -e_i + e_j) & : W_i / n \geq \frac{S_i}{n-1} \\
(\vec{S},\vec{W}) + (e_j, -e_i) & : W_i \geq \frac{S_i}{n-1}
\end{cases}
$$

where $e_i$ is a vector of dimension $m$ whose all elements are equal to 0 but the $i$-th element is equal to 1.

We note that the state evolution can be equivalently represented by a Markov process $(\vec{S}(t),\vec{U}(t), t \geq 0)$ where $U_i(t)$ denotes the number of nodes that are in either strong or weak state $i$ at time $t$, i.e. $U_i(t) = S_i(t) + W_i(t)$, for $i \in I$.

**The Limit O.D.E.** The Markov process $(\vec{S}(t),\vec{W}(t), t \geq 0)$ with transition rates (1) is a density-dependent Markov process whose scaled version $(\vec{s}(t),\vec{w}(t)) = (1/n) (\vec{S}(t),\vec{W}(t))$ such that $\lim_{t \to \infty} (\vec{s}(0),\vec{w}(0)) = (\vec{s}(0),\vec{w}(0))$, for some fixed $(\vec{s}(0),\vec{w}(0))$, uniformly converges over any compact time interval to the solution of the following system of ordinary differential equations:

$$
\begin{align}
\frac{d}{dt}s_i(t) &= (1 - 2s_i(t) + s_i(t))s_i(t) \\
\frac{d}{dt}w_i(t) &= s_i(t)(s(t) - s_i(t)) - s_i(t)w_i(t),
\end{align}
$$

where $i = 1, 2, \ldots, m$, $s(t) = \sum_{j} s_j(t)$ and $t \geq 0$.

We will also use an equivalent alternative representation of (3) by defining $u_i(t) = s_i(t) + w_i(t)$, for $i \in C$ and $t \geq 0$:

$$
\frac{d}{dt}u_i(t) = s_i(t) - s_i(t)u_i(t).
$$

**A. Convergence of the Limit Dynamics**

**The Limit Point.** We first present our main result that establishes that under the limit dynamics, the fraction of nodes in any non-plurality state diminishes to zero with time.

**Theorem 2:** Suppose $s_1(0) = \cdots s_k(0) > s_{k+1}(0) \geq \cdots \geq s_m(0)$ and $\sum_{j} s_j(0) = 1$. Then, for every $t \geq 0$,

$$
\begin{align}
u_1(t) &= \cdots = u_k(t) > u_{k+1}(t) \geq \cdots \geq u_m(t), \\
s_1(t) &= \cdots = s_k(t) > s_{k+1}(t) \geq \cdots \geq s_m(t).
\end{align}
$$

Moreover,

$$
\lim_{t \to \infty} u_i(t) = \begin{cases}
\frac{1}{k}, & i = 1, 2, \ldots, k \\
0, & \text{otherwise}
\end{cases}
$$

and

$$
\lim_{t \to \infty} s_i(t) = \begin{cases}
\frac{1}{2k-1}, & i = 1, 2, \ldots, k \\
0, & \text{otherwise}
\end{cases}
$$

Theorem says that for every initial value, the system is order preserving with respect to the fractions of nodes in the states. If there is a majority preferred item, i.e. $k = 1$, all nodes converge to the strong state corresponding to the majority item.

**Convergence Time.** We consider the convergence time of the limit dynamics so that only some given fraction $0 < \delta < 1$ of nodes is in a state that corresponds to a non-plurality item.

**Definition 1:** For given $0 < \delta < 1$, $t_\delta \geq 0$ is said to be $\delta$-convergence time if $\sum_{i=1}^{k} u_i(t_\delta) = 1 - \delta$.

We first characterize the rate of convergence at which the nodes in any non-plurality state depletes, asymptotically for large $t$.

**Lemma 1:** For every non-plurality item $i = k+1, \ldots, m$, we have

$$
\lim_{t \to \infty} \frac{1}{t} \log(s_i(t)) = \lim_{t \to \infty} \frac{1}{t} \log(w_i(t)) = - \frac{1}{2k-1}.
$$

The lemma tells us that the fraction of nodes that are in a non-plurality state diminishes to zero exponentially with a rate $1/(2k-1)$. Hence, this shows that the larger the number of plurality items, the slower the rate of convergence. In particular, this rate of convergence is inversely proportional to the number $k$ of plurality items, asymptotically for large $k$.

We next show tight bounds on the $\delta$-convergence time that holds for any fixed $m > 1$ and any given number $1 \leq k < m$ of plurality items, and any initial state such that each node is in a strong state and the gap between the initial fraction of nodes that prefer a plurality item and the fraction of nodes that prefer a non-plurality item is at least $0 < \gamma < 1/k$, i.e. $s_1(0) - s_{k+1}(0) > \gamma$. We first present an upper bound.

**Theorem 3:** For every fixed $m > 1$ and initial state such that $s_{k+1}(0) + \gamma \leq s_{1}(0)$ for $\gamma > 0$ and $\sum_{j} s_j(0) = 1$, there exists a constant $C_m > 0$ such that the $\delta$-convergence time $t_\delta$ is such that

$$
t_\delta \leq (2m - 1) \left[ \log \left( \frac{1}{\delta} \right) + \log \left( \frac{1}{\gamma} \right) \right] + C_m.
$$

The proof is based on analysis of the system of ordinary differential equations (2)–(3) and, in particular, using comparison with some auxiliary differential systems. The bound of the theorem holds for $C_m = (2m) \log(2m)$. For the special case $m = 2$ and $\delta = 1/n$, note that $t_\delta \leq 3 \log(n) + O(1)$ which is exactly of the same order as the bound for binary consensus in [19], and our result is a generalization of that in [19] in revealing how the convergence time depends on the gap $\gamma$. We show that the bound is tight up to a constant factor by exhibiting the following lower bound.
Theorem 4: For every even \( m > 1 \), there exists an initial state with the gap at least \( \gamma > 0 \) and constant \( C_m > 0 \) such that the \( \delta \)-convergence time satisfies, for every sufficiently small \( \delta, \gamma > 0 \),
\[
t_\delta \geq (m-1) \log \left( \frac{1}{\delta} \right) + (2m-1) \log \left( \frac{1}{\gamma} \right) + C_m.
\]

The proof is based on considering the following symmetric case: \( m \) is even with \( k = m/2 \) and for \( 0 < \gamma < 1/k \), the initial state is given as follows
\[
s_i(0) = \left\{ \begin{array}{ll}
\frac{1}{m} + \frac{i}{m} & , \; i = 1, 2, \ldots, \frac{m}{2}, \\
\frac{1}{m} - \frac{i}{m} & , \; i = \frac{m}{2} + 1, \ldots, m.
\end{array} \right.
\]

B. Convergence to the Limit Dynamics

We consider the convergence of our original stochastic system (1) to the solution of the limit differential system (2)-(3), or (4), as the number of nodes \( n \) grows large. Since the stochastic system is a density-dependent Markov process, by Kurtz’s convergence theorem [20], we know that the stochastic system is a density-dependent Markov process, (2)-(3), or (4), as the number of nodes \( n \) grows large. Since the stochastic system is a density-dependent Markov process, by Kurtz’s convergence theorem [20], we know that the scaled stochastic system \( \left( \frac{1}{\delta} \hat{S}(t), \frac{1}{\delta} \hat{W}(t), \; t \geq 0 \right) \) uniformly converges to the solution of the limit differential system (2)-(3) on every compact interval \([0, T]\), where \( T \) is fixed. We will extend this result to time interval \([0, T_n]\) where \( T_n \) is allowed to grow with \( n \) logarithmically fast, i.e. \( T_n = O(\log(n)) \). This will enable us to relate the convergence time derived for the limit differential system to the convergence of the original stochastic system.

In the following lemma we characterize the convergence of the stochastic system to its limit differential system.

Lemma 2: For the Markov process (1), it holds that for every \( \epsilon > 0, \; 0 < C < 1/4 \) and \( T_n = C \log(n) \), there exists a constant \( C_1 > 0 \) such that for sufficiently large \( n \),
\[
\mathbb{P} \left( \sup_{0 \leq t \leq T_n} \left| (\hat{s}^n(t), \hat{w}^n(t)) - (\hat{s}(t), \hat{w}(t)) \right| \geq \epsilon \right) \leq C_1 \exp \left( - \frac{\epsilon^2}{(2m)^2} n^{4C} \right).
\]

The lemma is established by tedious but minor adaptations of the proof of Kurtz’s convergence theorem that is available in [20]. Denoting with \( u^m_B(t) \) the fraction of nodes that are in a non-plurality state at time \( t \), and using lemma 2, we derive the following result that characterizes the fraction of nodes in a non-plurality state of the stochastic system at the \( \delta \)-convergence time.

Theorem 5: Suppose that \( t_\delta \) is the \( \delta \)-convergence time with \( \delta = 1/n^\alpha \) for some \( 0 < \alpha < 1/(8m + 2) \). Then,
\[
u^n_B(t_\delta) = O(n^{-\alpha})\]
with high probability.

V. Conclusion

There are several interesting directions for future work. Our results may be regarded as a first step towards understanding the fundamental information-theoretic bounds for the underlying ranking problem in network communication systems. Our work focused on establishing upper bounds on the convergence time under given memory and communication constraints. An interesting problem would be to investigate what best lower bounds on the convergence time could be achieved under given memory and communication constraints. It would also be of interest to investigate the information ranking problem for node interaction rates that induce an arbitrary connected graph.
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