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Fully Distributed Algorithms for Minimum Delay
Routing Under Heavy Traffic

Sang-Woon Jeon, Member, IEEE, Kyomin Jung, Member, IEEE, and Hyunseok Chang, Member, IEEE

Abstract—We study a minimum delay routing problem in the context of distributed networks with and without partial load information.
Even though a general minimum delay routing problem is NP hard, assuming uniformly distributed K source–destination (SD) pairs at
random, we provide a lower bound on the average delay and demonstrate by simulation that it is tight for a certain classes of regularly
deployed networks. We also show that some routing in a distributed manner is enough to achieve asymptotically optimal load
balancing with high probability as K tends to infinity. In order to set such routing, however, each SD pair should know global load
information, which is unrealistic for most networks. We propose novel predetermined path routing algorithms in which each SD pair
chooses its routing path only among a set of predetermined paths. We then propose an efficient way of distributed construction for
predetermined paths that are able to distribute traffic over a network. Our predetermined path routing algorithms work in a fully
distributed manner with very limited load information or without any load information. In various network models, we demonstrate by
simulation that the delay of the predetermined path routing algorithms quickly converges to that of the distributed routing with global
load information.

Index Terms—Delay minimization, distributed routing, load balancing, low complexity routing algorithm, multi-source network, partial
network information

1 INTRODUCTION

AS demands for real-time applications increase, the
best-effort paradigm of the past internet model has

revealed limitations for providing an integrated service of
voice, data, and video [1]–[4]. Many current applications
not only require high data rates, but they also demand var-
ious quality-of-service requirements. In particular, recently
developed voice over IP and real-time video streaming ser-
vices require strict delay constraints [5], [6], hard to be
guaranteed based on the naive best-effort paradigm.

The minimum delay routing problem has been studied
over the past decades in the literature including both wired
and wireless ad hoc networks [7]–[11]. In spite of surg-
ing importance of delivering real-time data, the minimum
delay routing protocol is still unknown even for a simple
class of networks [12]–[14] and, as a consequence, there
is no theoretical framework to establish minimum delay
routing applicable for general networks. For instance, the
minimum delay routing problem for simple line networks
has been shown to be NP hard [12], meaning that it is com-
putationally untraceable as the network size increases. Due
to such difficulties, many researchers have been focused
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on the development of efficient low-complexity routing
algorithms under various network environments.

In order to reduce the overall network delay, the amount
of load delivered by each communication link should be
balanced to each other. Multi-path routing has been actively
studied in this context since it has an innate advantage
over single-path routing by distributing traffic into several
routing paths; see [4], [9], [10], [12], [14]–[18] and the refer-
ences therein. In [10], however, it has been pointed out that
multi-path routing through several shortest paths cannot
significantly relieve the load unbalance between the net-
work center and the network boundary unless the number
of used shortest paths is very large [9]. To resolve such
a load unbalance, geometric routing algorithms detouring
the network center has been proposed in [11], [19]. As
pointed out in [10], the effect of multi-path routing can
be enlarged by routing through disjoint paths and the on-
demand construction of maximally disjoint routing paths
has been studied in [15].

In practice, a central coordinator, which optimizes rout-
ing paths based on global network information, is unrealis-
tic for most current networks due to the system complexity
and feedback overhead. In the absence of a central coor-
dinator, the works in [20]–[24] have studied decentralized
routing in the context of game theory. When multiple users
are able to access subsets of servers and wish to minimize
their own delay, a Nash equilibrium of this game cannot
generally achieve the global optimum [24]. Only the case
in which the number of users is large enough and the
server speeds are relatively bounded, it was shown that
a Nash equilibrium approaches the minimum delay under
linear delay functions. Without these assumptions, the ratio
between a Nash equilibrium and the global optimum is
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upper bounded by 5/2. For a general network with multi-
ple source–destination (SD) pairs, this ratio is at most 4/3
under linear link delay functions and can be arbitrarily
large under non-linear link delay functions [20]. To achieve
such Nash equilibria, each user or SD pair should know
the strategies of all the other users, which implies that each
user should know at least the locations of all the other users.
Therefore, it is hard to apply a game theoretic routing solu-
tion in a distributed manner if each user should set up its
routing only with a partial view of network information.

The development of distributed routing algorithms that
are able to effectively reduce the overall network delay have
received great attention due to its practical importance such
as vehicular networks, military networks, and internet [25]–
[32]. One of the main challenges here is how to establish
distributed routing paths under the existence of network
ambiguity. The distributed construction of routing paths
with and without limited node location information have
been studied in [28], [30], [31] and the on-demand routing
based on the distance vector has been studied in [26], [33].
Furthermore, establishing multiple disjoint routing paths
is crucially important to enlarge the effect of multi-path
routing. Motivated by this aspect, the on-demand distance
vector routing in [26] has been extended to provide multiple
disjoint routing paths in [33], [34] and traffic-splitting and
load-aware on-demand multi-path routing has been studied
in [15], [16].

In this paper, we study a minimum delay distributed
routing problem in which each SD pair is only able to
acquire a partial view of current load information or is
not able to acquire any load information and set up its
routing in a distributed manner. We mainly focus on the
heavy traffic regime, where the delay is a primary perfor-
mance measure, and propose efficient distributed routing
algorithms that provide an order-optimal load balancing
as the number of SD pairs increases. More specifically, the
main contributions of this paper are as follows.

• We set a general minimum delay routing problem
including all possible (multi-path) routing strategies
for any network topology. Even though the problem
itself is in general NP hard, we show a lower bound
on the average delay. We demonstrate by simula-
tion that this lower bound becomes tight for some
regularly deployed networks.

• We set a minimum delay distributed routing problem for
any network topology in which each SD pair sets
its (multi-path) routing paths sequentially in a dis-
tributed manner. We prove that the routing solution
of this problem turns out to provide an order-optimal
load balancing in the limit of large number of SD
pairs. We also prove that the single-path distributed
routing only minimizing its own delay is enough to
achieve this order-optimal load balancing, which can
be easily implemented by Dijkstra’s algorithm.

• We propose a novel distributed method of multi-path
construction which we use predetermined paths in
our routing algorithms. The proposed method works
for any network topology and constructs multiple
routing paths that are disjoint of each other and
detour the network center. Hence, routing through

predetermined paths can effectively relieve the load
unbalance between communication links.

• We propose two distributed predetermined path routing
algorithms, which works for any network topology.
The first algorithm uses partial load information to
set the minimum delay predetermined path and the
second algorithm chooses one of the predetermined
paths uniformly at random without any load infor-
mation. We demonstrate by simulation that, with a
small number of predetermined paths, the delays
of our routing algorithms quickly converge to that
of the minimum delay distributed routing which
requires global load information.

This paper is organized as follows. In Section 2, we
explain the underlying network model, the minimum delay
routing problem, and basic design principles for distributed
routing. In Section 3, we derive a lower bound on the delay
achievable by solving the minimum delay routing prob-
lem. In Section 4, we set the minimum delay distributed
routing problem and show its asymptotic optimality for
load balancing. In Section 5, we propose several efficient
distributed routing algorithms according to the amount of
available load information. We simulate performance of the
proposed routing algorithms on various network models in
Section 6 and conclude this paper in Section 7.

2 SYSTEM MODEL

In this section, we first define our network model and the
delay measure used in this paper, and then explain basic
design principles for distributed routing. Throughout the
paper, for a given set A, we will use |A| to denote the car-
dinality of A and IE to denote the indicator function for an
event E, which is one if E occurs or zero otherwise. We also
use R+ and Z+ to denote the set of positive real numbers
and the set of positive integers, respectively.

2.1 Setup
We consider a network of a connected directed graph
G = (V, E) in which for each node pair (i, j) there is a
directed path from node i to node j, where i, j ∈ V and
i �= j. The vertex set V represents the set of N nodes and
the edge set E represents the set of communication links
between the nodes. We assume that there exist K SD pairs
in the network. The k-th source sk ∈ V wishes to commu-
nicate at a rate of rk ∈ R+ with the k-th destination dk ∈ V ,
sk �= dk, where k ∈ {1, · · · , K}. Here, each node can be a
source or a destination of multiple SD pairs. Fig. 1 depicts
an example network.

Now consider routing of the SD pairs over G. Let Mi,j
denote the total number of distinct paths from node i ∈ V
to node j ∈ V , i �= j, and Pi,j(m) ⊆ E denote the m-th distinct
path from node i to node j, where m ∈ {1, · · · , Mi,j}.1 For
notational simplicity, let Mk = Msk,dk and Pk(m) = Psk,dk(m).
That is, Mk and Pk(m) are the total number of distinct paths
and the m-th distinct path of the k-th SD pair, respectively.
Define rk(m) ∈ {0}∪R+ as the rate of the k-th SD pair routed
through Pk(m), where m ∈ {1, · · · , Mk}. Then the routing of
the k-th SD pair can be represented as Rk = {rk(m)}Mk

m=1 and

1. Throughout the paper, we only consider simple paths.
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Fig. 1. Connected direct graph with K SD pairs.

the overall routing can be represented as R = {Rk}K
k=1. In

this paper, we only consider feasible routing that satisfies
∑Mk

m=1 rk(m) = rk for all k ∈ {1, · · · , K}.
Let us define the network delay (or cost), which will be a

function of R. Define the load of link e ∈ E as the aggregate
rate routed through e. That is,

le =
K∑

k=1

Mk∑

m=1

rk(m)Ie∈Pk(m). (1)

We assume a load-dependent link delay function fe:le →
{0} ∪ R+ that satisfies the following properties.

1) fe(x) is a continuous function of x.
2) fe(x) is a strictly increasing function of x.
3) fe(x) is a convex function of x.

Then the delay of the k-th SD pair is defined as

fk(R) =
Mk∑

m=1

rk(m)
∑

e∈Pk(m)

fe(le), (2)

and the average delay over all SD pairs is defined as

f (R) = 1
K

K∑

k=1

fk(R). (3)

By substituting (2) in (3), we have

f (R) = 1
K

∑

e∈E

K∑

k=1

Mk∑

m=1

fe(le)rk(m)Ie∈Pk(m)

= 1
K

∑

e∈E
fe(le)le, (4)

where the second equality holds since le is given by
∑K

k=1
∑Mk

m=1 rk(m)Ie∈Pk(m).

Remark 1. The link delay function and the corresponding
delay measure assumed in this paper have been broadly
used in the literature; see [7], [8], [20], [22], [23], [35] and
the references therein. For the above works, link delay
function (fe(le) in (2)) is defined as the delay (or cost) per
bit and then the delay of the k-th SD pair (fk(R) in (2))
is given by the aggregate delay of all bits caused by the
k-th SD pair per second.

Remark 2. In order to analyze the impact of multi-path
routing or load balancing in wireless ad hoc networks, a
simple analytical model has been used in [9]–[11] and the
references therein. Specifically, wireless ad hoc networks

Fig. 2. Original routing (a), and equivalent representation with three
paths (b).

has been simplified to have point-to-point communi-
cation links between any two nodes located within a
given distance [9]–[11]. A major drawback for this model
is the lack of interference consideration, which is one
of the key characteristics of wireless networks. Also,
network dynamics cannot be captured by this model.
Nonetheless, this simplified model provides a useful
analytical tool for analyzing the effect of multi-path rout-
ing in large-scale networks and for designing geometric
routing for load balancing. The considered graph-based
model in this paper contains the above analytical model.
In section 6, we will simulate the performance of several
routing algorithms under similar assumptions used in
[9]–[11] .

Based on the average delay defined above, the minimum
delay routing problem can be defined as the follow.

(P1) The minimum delay routing problem is to find R∗ such
that

R∗ = arg min
R

{f (R)}, (5)

where the minimization is taken over all possible R.

Remark 3. Note that any routing with infinitely many
flows can be represented as R using the Ford–Fulkerson
algorithm [36]. For instance, the routing in Fig. 2. (a) can
be represented as the routing with three simple flows in
Fig. 2. (b). Hence, R∗ in (5) achieves the minimum delay
over all possible routing.

2.2 Random Heavy Traffic Model
In this paper, we study the minimum delay routing prob-
lem (P1) in heavy traffic regime, in which minimizing
the network delay is of importance to overall network
performance. We assume that each SD pair is uniformly
distributed at random and independent of each other. That
is, a source is chosen over the N nodes at random and
its destination is again chosen at random over the rest of
the N − 1 nodes. The rate of the k-th SD pair rk is drawn
from independent and identically distributed (i.i.d.) proba-
bility distribution with finite mean μ > 0 and finite variance
σ 2 > 0. We will be dealing with events which take place
with high probability (whp), i.e., with probability converg-
ing to one as the number of SD pairs K tends to infinity.
We will also use the notation .=, ≥̇, and ≤̇ to mean that the
corresponding equality or inequality holds whp as K → ∞.

2.3 Distributed Routing
In order to find the routing that minimizes the average
delay in (P1), a central controller is needed to coordinate
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the routing paths of all SD pairs. In practice, assuming to
have such a central controller is, however, unrealistic for
most cases. Furthermore, it is hard to acquire global load
information at a central controller to set the minimum delay
routing R∗. Motivated by those reasons, our primary goal
in this paper is to develop an efficient distributed routing
algorithm based on the following design principles.

• Decentralized processing: When each SD pair is
joining the network, it should be able to set up its
routing path in a distributed manner.

• Scalable load information: Each SD pair should
establish its routing path without any or only with
a partial view of load information. Specifically, the
required link load information at each SD pair
should be scalable, i.e., the order of the number of
required link loads should grow slowly compared to
the network size N.

• Load balancing: Notice that minimizing the average
delay is closely related to load balancing between
links. Hence, when the link delay functions are
similar to each other, the link loads should be
also increased similar to each other as K increases.
Specifically the multiplicative gap between the max-
imum and minimum link loads should be bounded
below a certain fixed value independent of K with
increasing K.

3 LOWER BOUND ON AVERAGE DELAY

In this section, we derive a lower bound on the average
delay achieved by the minimum delay routing in (5). In the
following lemma, we first derive upper and lower bounds
on the aggregate rate of the SD pairs whose sources and
destinations are equal to a specific node pair.

Lemma 1. Consider a network G with K randomly distributed
SD pairs. Then for sufficiently large K,

∣
∣
∣
∣
∣

K∑

k=1

rkI(sk=i)∩(dk=j) − Kμ

N(N − 1)

∣
∣
∣
∣
∣
≤
√

K log K (6)

whp for all i, j ∈ {1, · · · , N} and i �= j.

Since rk and I(sk=i)∩(dk=j) are independent of each other
and also independent of different k, the random variable
rkI(sk=i)∩(dk=j) is i.i.d. with mean μ/(N(N − 1)) and variance
σ 2/(N(N − 1)). Hence, from Chebychev’s inequality,

Pr

[∣
∣
∣
∣
∣

1
K

K∑

k=1

rkI(sk=i)∩(dk=j) − μ

N(N − 1)

∣
∣
∣
∣
∣
≥ ε

]

≤ σ 2

N(N − 1)Kε2 . (7)

Then from the union bound,

Pr

[∣
∣
∣
∣
∣

1
K

K∑

k=1

rkI(sk=i)∩(dk=j) − μ

N(N − 1)

∣
∣
∣
∣
∣
< ε

for i, j ∈ {1, · · · , N}, i �= j

]

(8)

is greater than 1 − σ 2/(Kε2). By setting ε = √
(log K)/K, we

have
∣
∣
∣
∣
∣

K∑

k=1

rkI(sk=i)∩(dk=j) − Kμ

N(N − 1)

∣
∣
∣
∣
∣
≤
√

K log K (9)

for i, j ∈ {1, · · · , N}, i �= j with probability greater than
1 − σ 2/ log K, which converges to one as K increases. In
conclusion, Lemma 1 holds.

Lemma 1 shows that, in the limit of large K, the aggre-
gate rate of the SD pairs whose sources and destinations
are equal to a specific node pair is approximately given by

Kμ
N(N−1)

whp. By using Lemma 1, we show a lower bound
on f (R∗) in the following theorem. The basic idea is that
we first consider a lower bound on the amount of load for
each SD pair, that is given by rk minm∈{1,··· ,Mk}{|Pk(m)|} for
the k-th SD pair. Then we argue that this entire amount
of load

∑K
i=1 rk minm∈{1,··· ,Mk}{|Pk(m)|} is ideally distributed

over the network.

Theorem 1. Consider a network G with K randomly distributed
SD pairs. If there exist x0 > 0 and e0 ∈ E such that
mine∈E {fe(x)} = fe0(x) for all x ≥ x0, then for sufficiently
large K,

f (R∗) ≥ μ(1 − ε1)hfe0(Kμ(1 − ε1)h/|E|) (10)

whp, where

h = 1
N(N − 1)

∑

i,j∈{1,··· ,N},i�=j

min
m∈{1,··· ,Mi,j}

{|Pi,j(m)|} (11)

and ε1 =
√

(log K)/K
μN(N−1)

, which converges to zero as K increases.

Let l∗e denote the load of link e assuming the min-
imum delay routing R∗. Denote hk = minm∈{1,··· ,Mk}{|Pk(m)|}, which is the minimum number of hops from sk
to dk. Since |Pk(m)| ≥ hk for all m ∈ {1, · · · , Mk}, the k-th SD
pair imposes at least hkrk amount of load on the network.
Hence,

∑

e∈E
l∗e ≥

K∑

k=1

hkrk

(a)=
K∑

k=1

min
m∈{1,··· ,Msk,dk

}
{|Psk,dk(m)|}rk

(b)=
∑

i,j∈V,i�=j

K∑

k=1

min
m∈{1,··· ,Msk,dk

}
{|Psk,dk(m)|}rkI(sk=i)∩(dk=j)

(c)=
∑

i,j∈V,i�=j

min
m∈{1,··· ,Mi,j}

{|Pi,j(m)|}
K∑

k=1

rkI(sk=i)∩(dk=j), (12)

where (a) follows from the definition of Mk and Pk(m),
(b) follows since I(sk=i)∩(dk=j) is one if i = sk and j = dk and
zero otherwise for all i, j ∈ V, i �= j, and (c) follows since
minm∈{1,··· ,Msk,dk

}{|Psk,dk(m)|}rkI(sk=i)∩(dk=j) = minm∈{1,··· ,Mi,j}
{|Pi,j(m)|}rkI(sk=i)∩(dk=j) for all k. From Lemma 1,
∑K

k=1 rkI(sk=i)∩(dk=j) ≥̇ Kμ
N(N−1)

−√K log K for all i, j ∈ V, i �= j.
Then

∑

e∈E
l∗e ≥̇ Kμ(1 − ε1)h. (13)



1052 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. 5, MAY 2014

Define fconv(x) = conv(mine∈E fe(x)), where conv(f (x))

denotes the convex envelop of f (x). Then the minimum
average delay is given by

f (R∗) = 1
K

∑

e∈E
fe(l∗e )l∗e

(a)
≥̇ 1

K
min∑

e∈E le≥Kμ(1−ε1)h

{
∑

e∈E
fe(le)le

}

(b)≥ 1
K

min∑
e∈E le≥Kμ(1−ε1)h

{
∑

e∈E
fconv(le)le

}

(c)= |E|
K

fconv

(
Kμ(1 − ε1)h

|E|

)
Kμ(1 − ε1)h

|E|
(d)
.= μ(1 − ε1)hfe0

(
Kμ(1 − ε1)h

|E|

)

, (14)

where (a) follows from (12), (b) follows since fe(x)≥ fconv(x)

for all e ∈ E and x ≥ 0, (c) follows since le = Kμ(1−ε1)h|E| achieves
the minimum, and (d) follows from the assumption that there
exist x0 > 0 and e0 ∈ E such that mine∈E {fe(x)} = fe0(x) for
all x ≥ x0. In conclusion, Theorem 1 holds.

Remark 4. Any set of non-negative increasing polynomial
or exponential link delay functions satisfies the condition
in Theorem 1. That is, the delay lower bound (10) is valid
for a set of link delay functions {fe(x) = cexαe or fe(x) =
ceeβex}e∈E , where ce > 0, αe ≥ 1, and βe ≥ 0. The condition
in Theorem 1 is also satisfied if fe(x) is the same for all e ∈
E .

We will demonstrate by simulation in Section 6 that
the delay lower bound in Theorem 1 becomes tight as
K → ∞ for a certain class of regularly deployed networks.
Furthermore, for this class of networks, the presented delay
lower bound is achievable in a fully distributed manner,
showing that there is no penalty due to the distributed
routing.

4 MINIMUM DELAY DISTRIBUTED ROUTING

Recall the minimum delay routing problem (P1). From (1)
to (4), the minimum delay routing problem (P1) can be
represented as the following non-linear program:

R∗ = arg min
R

{
∑

e∈E
fe(le)le

}

(15)

subject to

Mk∑

m=1

rk(m) = rk for k ∈ {1, · · · , K}, (16)

le =
K∑

k=1

Mk∑

m=1

rk(m)Ie∈Pk(m) for e ∈ E, (17)

rk(m) ∈ {0} ∪ R+ for k ∈ {1, · · · , K}, m ∈ {1, · · · , Mk}. (18)

As mentioned before, a central controller is required to
establish R∗, which is unrealistic for most practical net-
works. Even assuming a central controller with global load

information, (P1) is NP hard [12]–[14] and computationally
untractable as the network size increases.

Instead, we will define the minimum delay distributed
routing problem, which will be implementable in a fully
distributed manner. We will show that, as K tends to infin-
ity, both the minimum delay routing and the minimum
delay distributed routing provide a bounded multiplicative
gap whp between any link loads, if the link delay functions
satisfy a certain similarity condition.

4.1 Minimum Delay Distributed Routing
We consider the following minimum delay distributed rout-
ing problem (P2) in which each SD pair is able to set its
routing in a distributed manner based on the current load
information of the network.

(P2) For k ∈ {1, · · · , K}, the minimum delay distributed
routing is to find R∗∗

k such that

R∗∗
k = arg min

Rk

{
f
(
Rk, {R∗∗

i }k−1
i=1

)}
, (19)

where the minimization is taken over all possible Rk. Here,
{R∗∗

i }k−1
i=1 denotes the routing of the previous k − 1 SD pairs.

Then the overall routing can be represented as R∗∗ = {R∗∗
k }K

k=1.
Similar to (P1), the minimum delay distributed routing

problem (P2) is given by the following non-linear program:

R∗∗
k = arg min

Rk

{
∑

e∈E
fe(le)le

}

(20)

subject to

Mk∑

m=1

rk(m) = rk, (21)

le =
Mk∑

m=1

rk(m)Ie∈Pk(m) +
k−1∑

i=1

Mi∑

m=1

r∗∗
i (m)Ie∈Pi(m) for e ∈ E,

(22)

rk(m) ∈ {0} ∪ R+ for m ∈ {1, · · · , Mk}, (23)

where R∗∗
i = {r∗∗

i (m)}Mi
m=1 for i ∈ {1, · · · , k − 1}.

Unlike (P1), each SD pair sets its routing sequentially
in a distributed manner in (P2). Also, each SD pair finds
the routing strategy that minimizes the average delay (not
its own delay) by considering the load information of
previously assigned SD pairs.

4.2 Asymptotic Load Balancing
If the link delay functions have a similar tendency to
each other, the minimum delay routing R∗ may naturally
achieve load balancing between the links by minimizing the
average delay. The following theorem shows that not only
the minimum delay routing R∗ but also the minimum delay
distributed routing R∗∗ can achieve asymptotic load bal-
ancing whp in the limit of large K. More specifically, under
a certain regularity condition of the link delay functions,
the link loads increase with the same order of K whp as K
increases. This result demonstrates that there is no penalty
due to the distributed routing in the sense of asymptotic
load balancing.
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Fig. 3. Example of distinguishable paths between the head and the tail
of e′ on G (a), and G′ (b), where the link delay functions of e1 and e′

1
and the link delay functions of e3 and e′

3 are the same.

Theorem 2. Consider a network G with K randomly distributed
SD pairs. Let l∗e,K and l∗∗

e,K denote the load of e ∈ E when R∗
and R∗∗ are applied, respectively. If there exist x0 > 0, ε0 ∈ E ,
and δ ≥ 1 such that fe0(δx) ≥ fe(x) for all e ∈ E and x ≥ x0,
then for sufficiently large K,

maxe∈E {l∗e,K}
mine∈E {l∗e,K} ≤ 2(1 + δN(N − 1))N(N − 1) + ε2 (24)

and
maxe∈E {l∗∗

e,K}
mine∈E {l∗∗

e,K} ≤ 2(1 + δN(N − 1))N(N − 1) + ε2 (25)

whp, where ε2 = 2(1+δN(N−1))N2(N−1)2

μ

√
log K

K , which con-
verges to zero as K increases.

To prove (24), we analyze upper and lower bounds on l∗e,K,
valid for all e ∈ E . Hence, the derived upper and lower
bounds hold for maxe∈E {l∗e,K} and mine∈E {l∗e,K} and provide
an upper bound on maxe∈E {l∗e,K}/ mine∈E {l∗e,K}.

First, consider an upper bound on l∗e,K. From lemma 1,
we have

∑K
k=1 rk ≤̇ Kμ + N(N − 1)

√
K log K. By assuming

that the routing paths of all SD pairs includes e,

l∗e,K ≤̇ Kμ + N(N − 1)

√
K log K (26)

for all e ∈ E .
Second, consider a lower bound on l∗e,K. We show that,

l∗∗
e,K ≥̇ c0K for all e ∈ E , where c0 = μ

2(1+δN(N−1))N(N−1)
.

To prove this statement by contradiction, assume that
l∗e′,K ≤ c0K for arbitrary e′ ∈ E . Let P ′(1) to P ′(M′) denote
the distinct paths from the head of e′ to the tail of e′ (see
Fig. 3. (a)). Without loss of generality, denote P ′(1) = {e′},
which is the shortest path. Now consider the routing of
the SD pairs whose sources and destinations are equal to
the head and the tail of e′, respectively. Let rmax denote
the maximum aggregate rate of these SD pairs that satis-
fies l∗e′,K ≤ c0K. To obtain an upper bound on rmax, we first
ignore the other SD pairs in the network. Then we define
an auxiliary network G′ from the original network G such
that if link e ∈ E, e �= e′, appears in P ′(2) to P ′(M′) more
than one time, we put additional nodes and make the corre-
sponding paths disjoint to each other (see Fig. 3. (b)). Then,
routing over G′ provides an upper bound on rmax since
the delay routed through P ′(m) on G′ is less than or equal
to that on G for all m ∈ {2, · · · , M′}. Hence rmax is upper
bounded as

rmax ≤ max

⎧
⎨

⎩

M′
∑

m=1

r(m)

⎫
⎬

⎭
(27)

subject to

r(1) = c0K, (28)
∑

e∈P ′(m)

fe(r(m)) ≤ fe′(c0K) for m ∈ {2, · · · , M′}, (29)

r(m) ∈ {0} ∪ R+ for m ∈ {2, · · · , M′}, (30)

where r(m) is the aggregate rate routed through P ′(m).
Obviously, the minimum delay routing R∗ routes with
a rate of coK through P ′(1), which gives the condition
(28). The condition (29) appears since R∗ routes with a
rate more than c0K through P ′(1) if

∑
e∈P ′(m) fe(r(m)) >

fe′(c0K) for some m ∈ {2, · · · , M′}.
Now consider an upper bound on r(m) in the limit of

large K. From (28), we have r(1) ≤̇ c0K. Assume that m ≥ 2.
For the case where r(m) is upper bounded by a constant
independent of K, we have r(m) ≤̇ δc0K. For the case where
r(m) is an increasing function of K, from (29) and (30), we
have fe (r(m)) ≤ fe′(c0K), which gives

fe (r(m)) ≤ fe0(δc0K) (31)

if K ≥ x0/(δc0), where e ∈ ∪m∈{2,··· ,M′}P ′(m). Here, the con-
dition fe0(δx) ≥ fe(x) for all e ∈ E and x ≥ x0 is used. From
(31), we again have r(m) ≤̇ δc0K. This is because that the
condition fe0(δx) ≥ fe(x) for all e ∈ E and x ≥ x0 implies
mine∈E {fe(x)} = fe0(x) for all x ≥ x0. Hence,

rmax ≤ max

⎧
⎨

⎩

M′
∑

m=1

r(m)

⎫
⎬

⎭

≤̇ c0K + (M′ − 1)δc0K

≤ (1 + δN(N − 1))c0K

= Kμ

2N(N − 1)
, (32)

where M′ ≤ |E| ≤ N(N − 1) is used.
However, from Lemma 1, for sufficiently large K, the

aggregate rate of the SD pairs whose sources and desti-
nations are equal to the head and the tail of e′ is lower
bounded by Kμ

N(N−1)
− √

K log K whp, which is larger than
the upper bound on rmax presented in (32) in the limit of
large K. This means that, for sufficiently large K, R∗ cannot
establish routing paths of all SD pairs whp while satisfying
l∗e′,K ≤ c0K. Since this statement holds for arbitrary e′ ∈ E ,
we have

l∗e,K ≥̇ Kμ

2(1 + δN(N − 1))N(N − 1)
(33)

for all e ∈ E .
Finally, from (26) and (33), we have

maxe∈E {l∗e,K}
mine∈E {l∗e,K} ≤̇ 2(1 + δN(N − 1))N(N − 1) + ε2. (34)

Recall the minimum delay distributed routing R∗∗ in
(20) to (23). The only difference from the minimum delay
routing R∗ in (15) and (18) is that each SD pair sets its
routing sequentially in a distributed manner for this case.
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Hence, the same bounds in (26) and (33) are still valid
for l∗∗

e,K and, as a result, the same bound in (34) holds
for maxe∈E {l∗∗

e,K}/ mine∈E {l∗∗
e,K}. In conclusion, Theorem 2

holds.

Remark 5. Any set of link delay functions {fe(x) = cexα}e∈E
or {fe(x) = ceeβx}e∈E satisfies the condition in Theorem 2,
where ce > 0, α ≥ 1, and β ≥ 0. The condition
in Theorem 1 is also satisfied if fe(x) is the same for
all e ∈ E .|

5 DISTRIBUTED ROUTING ALGORITHMS

In Section 4 we showed that R∗∗ provides a bounded multi-
plicative gap whp between any link loads for a wide class of
link delay functions, which is implementable in a fully dis-
tributed manner. However, the minimum delay distributed
routing problem (P2) is still NP hard and therefore very
challenging to establish the optimal routing as the network
size increases.

In this section, we study distributed routing algorithms
computable within polynomial time. We consider three pos-
sible scenarios regarding the amount of available load infor-
mation for distributed routing: global load information,
partial load information, and no available load information.
For each of these three cases, we propose a polynomial time
distributed routing algorithm.

5.1 Routing With Global Load Information
In the following, we propose a polynomial time distributed
routing algorithm that is able to achieve asymptotic load
balancing in the limit of large K. The key intuition is that a
single-path routing minimizing its own delay is enough for
each SD pair to achieve a bounded multiplicative gap whp
between any link loads and, for this case, the minimum
delay routing path can be found within polynomial time
by using the well-known Dijkstra’s algorithm with proper
link costs. The following pseudo code describes the detailed
routing algorithm, which uses Dijkstra’s algorithm to find
the minimum delay routing path.

Routing A

Result: R(A).
Initialize {le = 0}e∈E ;
for k = 1:K do

Set Pk(mmin) as the minimum cost path among
{Pk(m)}Mk

m=1 obtained from Dijkstra’s algorithm by
assuming the cost of link e as fe(le + rk) for all
e ∈ E ;
Set R(A)

k = {r(A)

k (m)}Mk
m=1, where r(A)

k (m) = rk if
m = mmin and r(A)

k (m) = 0 otherwise;
Update le → le + rk for all e ∈ Pk(mmin);

end
Set R(A) = {R(A)

k }K
k=1;

The next corollary shows that R(A) again provides a
bounded multiplicative gap whp between any link loads
in the limit of large K.

Corollary 1. Consider a network G with K randomly distributed
SD pairs. Let l(A)

e,K denote the load of e ∈ E when R(A) is
applied. If there exist x0 > 0, ε0 ∈ E , and δ ≥ 1 such that
fe0(δx) ≥ fe(x) for all e ∈ E and x ≥ x0, then for sufficiently
large K,

maxe∈E {l(A)
e,K }

mine∈E {l(A)
e,K }

≥ 2(1 + δN(N − 1))N(N − 1) + ε2, (35)

where ε2 = 2(1+δN(N−1))N2(N−1)2

μ

√
log K

K , which converges to
zero as K increases.

The overall proof is almost the same as that in Theorem 2
and we only explain the differences here. Similar to (P1)
and (P2), R(A) is the solution of the following non-linear
program:

R(A)

k = arg min
Rk

{
∑

e∈E
fe(le)le

}

(36)

subject to

Mk∑

m=1

rk(m) = rk, (37)

le =
Mk∑

m=1

rk(m)Ie∈Pk(m)

+
k−1∑

i=1

Mi∑

m=1

r(A)

i (m)Ie∈Pi(m) for e ∈ E, (38)

rk(m) ∈ {0, rk} for m ∈ {1, · · · , Mk}. (39)

The only difference from R∗∗ is the condition (39) instead of
(23). Therefore, the upper and lower bounds in Theorem 2
hold for R(A). In conclusion, Corollary 1 holds.

5.2 Routing With and Without Partial Load
Information

In this subsection, we consider the case where only a partial
view of load information is available for each SD pair to set
up its routing. We restrict each SD pair to access load infor-
mation of only M chosen paths. The main challenge is how
to efficiently reduce the average delay in a distributed man-
ner by the help of this partial load information. Fortunately,
we can find some hints from the previous results. Recall
Routing A in which each SD pair simply routes through
a single path minimizing its own delay (not the average
delay), but the average delay can be efficiently reduced as
K increases.

For each node pair (i, j), we set the same number of
Mp ∈ Z+ predetermined paths from node i to node j,

where i, j ∈ {1, · · · , N} and i �= j. Let P̄i,j(m) ∈ {Pi,j(n)}Mi,j
n=1

denote the m-th predetermined path from node i to node
j, where m ∈ {1, · · · , Mp}. We will propose distributed
routing algorithms that only route through these prede-
termined paths. Hence, the construction of such predeter-
mined paths is closely related to the delay performance.
Based on Routing A, we construct predetermined paths as
the following.
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Fig. 4. Routing examples for Routing A, B, and C.

Construction of predetermined paths

Result: P̄ .
for i = 1:N, j = 1:N, i �= j do

for m = 1:Mp do
Generate K − 1 hypothetical SD pairs
uniformly at random and generate the K-th
hypothetical SD pair whose source and
destination are equal to node i and node j
respectively;
Set the routing of these K SD pairs using
Routing A and denoted it by R(A);
Set P̄i,j(m) = Pi,j(n) for n satisfying r(A)

K (n) = rK;
end

Set P̄i,j = {P̄i,j(m)}Mp
m=1;

end
Set P̄ = {P̄i,j}i,j∈{1,··· ,N},i�=j;

For the proposed construction, each pair of nodes can set
up its predetermined paths in a fully distributed manner
by separately generating hypothetical traffic independent
of the other node pairs.

Remark 6. Although the real traffic may be different from
the hypothetical traffic, we will demonstrate by sim-
ulation in Section 6 that the selected predetermined
paths based on the hypothetical traffic can effectively
reduce the overall delay for various network environ-
ments. The first reason for the above property is that
the selected predetermined paths naturally detour the
network center, which can be verified in Fig. 7. The
second and more important reason is that these paths
can be used to avoid congestion between multiple SD
pairs while maintaining their own delay small, which
can be verified in Fig. 8. The following Routing B and
C will use these predetermined paths for routing SD
pairs.

By setting Mp = M and selecting the minimum delay
path among the predetermined paths, each SD pair can
successfully set up its routing from partial load infor-
mation of only M paths. The following pseudo code
describes the detailed routing algorithm, where the cost of
a path is defined as the sum of the cost of each link in
the path.

Routing B

Result: R(B).
Fix Mp = M and set P̄ using the proposed
construction of predetermined paths;
Initialize {le = 0}e∈E ;
for k = 1:K do

Set Pk(mmin) as the minimum cost path among
{P̄sk,dk(m)}M

m=1 with the cost of link e as fe(le + rk)

for all e ∈ E ;
Set R(B)

k = {r(B)

k (m)}Mk
m=1, where r(B)

k (m) = rk if
m = mmin and r(B)

k (m) = 0 otherwise;
Update le → le + rk for all e ∈ Pk(mmin);

end
Set R(B) = {R(B)

k }K
k=1;

Even without any load information, each SD pair can
effectively reduce the average delay in a distributed man-
ner by routing through one of the predetermined paths at
random. The following pseudo code describes the detailed
routing algorithm.

Routing C

Result: R(C).
Set P̄ using the proposed construction of
predetermined paths;
Initialize {le = 0}e∈E ;
for k = 1:K do

Set Pk(mmin) as the path chosen uniformly at
random among {P̄sk,dk(m)}Mp

m=1;
Set R(C)

k = {r(C)

k (m)}Mk
m=1, where r(C)

k (m) = rk if
m = mmin and r(C)

k (m) = 0 otherwise;
Update le → le + rk for all e ∈ Pk(mmin);

end
Set R(C) = {R(C)

k }K
k=1;

Fig. 4 Illustrates the basic difference between Routing
A, B, and C. Whereas Routing A utilizes all possible paths
for multi-path routing, Routing B and C choose one of the
predetermined paths for single-path routing.

Remark 7. Table 1 summarizes the required load informa-
tion for routing of the k-th SD pair. As shown in the
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TABLE 1
Required Load Information for Routing A, B, C

table, Routing A requires load information for all possi-
ble paths of the k-th SD pairs, i.e., Nk paths. If a network
is connected, then {le}e∈{Psk,dk

(m)}Nk
m=1

becomes load infor-

mation of all links in a network. Routing B, however,
only requires load information of M paths instead of
Nk and as we will show in Section 6, Routing B can
significantly reduce the required load information while
providing the average delay similar to Routing A. Lastly,
Routing C do not require load information for routing.

Remark 8. The basic philosophy for Routing C is simi-
lar to those of oblivious routing or Valiant’s random-
ized routing [37]–[39] in the sense that they do not
require the current state of a network. As proposed by
Valiant [37], most oblivious or Valiant’s routing algo-
rithms first send a packet to a random node before
it is sent to its destination [40]–[42]. However, there
are two main drawbacks for the oblivious or Valiant’s
routing algorithms. The first is that delay can be large
by choosing an intermediate relay node at random.
The second is that depending on routing algorithms
between the source node and an intermediate relay
node (and an intermediate relay node to the destina-
tion) local congestion may still occur, see Fig. 8 for better
understanding. As we will show in Section 6, routing
based on predetermined paths can efficiently resolve
these problems in the regime of a large number of SD
pairs.

Remark 9. For mobile ad hoc networks, rotting based
on predetermined paths is hard to apply due to the
dynamics of topologies and/or channels. In this case,
on-demand routing [15], [16] combining with random-
ized path selection, similar to Routing C, will be helpful
for reducing delay.

In Section 6, we will show that the proposed prede-
termined path routing algorithms, Routing B and Routing
C, can significantly reduce the required load information
while providing the average delay similar to Routing A,
which requires global load information for routing. Since
the proposed predetermined path routing algorithms route
through one of the predetermined paths, they can reduce
the computational complexity for routing as well compared
to Routing A.

6 SIMULATION RESULTS

In this section, we evaluate the delay performance of the
proposed routing algorithms. We consider two kinds of net-
works: random networks in which N nodes are deployed
uniformly at random over a given network area and grid
networks in which N nodes are regularly deployed over a
given network area [43]–[45]. In simulation, we focus on

the linear and quadratic delay functions, i.e., fe(x) = x and
fe(x) = x2 for all e ∈ E , respectively. Regrading the traffic
pattern, we consider fixed rate of rk = 1 (μ = 1 and σ 2 = 0)
and uniformly distributed rate of rk ∼ Unif(0, 2) (μ = 1 and
σ 2 = 1/3) for all k ∈ {1 · · · , K} .

Remark 10. Similar delay performance presented in
Sections 6.1 and 6.2 can be obtained for various link
delay functions and traffic patterns. e.g., polynomial
(with higher degrees) or exponential link delay functions
and Gaussian-distributed traffic pattern.

6.1 Random Networks
We construct two different types of random networks as
the following manner.

• Random geometric network: N nodes are uniformly
and independently distributed over the sphere in R

2

of a unit area. There exist links (i, j) and (j, i) if the
Euclidian distance between nodes i and j is less than
or equal to a certain threshold dmax > 0.

• Random torus network: The node distribution and
link connection are the same as those assumed for
random geometric network except that N nodes are
distributed over the two dimensional square torus
of a unit area and the distance between nodes are
measured under the torus.

Remark 11. Due to the random construction, the resulting
network may or may not be connected at each realiza-
tion. However, the percolation theory shows that there
exists dmax = cmax√

N
such that the resulting network is con-

nected whp as N → ∞, where cmax > 0 is a constant
independent of N [46], [47].

In simulation, we set dmax = cmax√
N

with appropriately cho-
sen cmax that guarantees the network being connected whp
as N → ∞. The following two examples show the average
delays of the proposed routing algorithms in the random
networks. For comparison, we also consider the delay lower
bound in Theorem 1 and the average delay of the shortest
path routing in which each source routes through the short-
est path without load information to the corresponding
destination.

Experiment 1 (Delay for random geometric networks).
Fig. 5 plots the average delays for the random geometric
network. From the figures in the top left and bottom left
(or the top right and bottom right), the effect of the traffic
pattern is marginal for overall delay performance. This is
because that we focus on the regime of a large number of
SD pairs and, due to the law of large numbers, the average
rate only matters in this regime, which are the same for both
deterministic and random traffic patterns, i.e., μ = 1. For the
linear delay function, the average delays in the figures in the
top left and bottom left increase linearly with K. Similarly, for
the quadratic delay function, the average delays in the figures
in the top right and bottom right increase quadratically with
K. The important thing is that the average delays between the
routing algorithms show similar tendency for all four figures.
Specifically, the results show that the average delays of the
two predetermined path routings, Routing B and Routing
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Fig. 5. Average delays for the random geometric network when N = 500 and dmax = 0.14, where fe(x) = x and rk = 1 (top left), fe(x) = x2 and
rk = 1 (top right), fe(x) = x and rk ∼ Unif(0, 2) (bottom left), and fe(x) = x2 and rk ∼ Unif(0, 2) (bottom right) were used.

C, converge to the average delay of Routing A with a small
number of predetermined paths. This means that routing
only through predetermined paths can significantly reduce
the amount of required load information and computational
complexity in distributed routing. From the average delays
of Routing B and Routing C, we also know that a small
amount of partial load information is helpful to reduce the
delay compared with the case without any available load
information.

Experiment 2 (Delay for random torus networks). Fig. 6
plots the average delays for the random torus network. Similar
to Experiment 1, the average delays between the routing algo-
rithms show similar tendency for all four figures. However,
unlike the random geometric network, there exists neither the
network center nor the network boundary under the torus and,
as a result, load unbalancing between the network center and
the network boundary does not happen for this case as pointed
out in [9], [10]. Even under the torus, however, the average
delay performance is still almost the same as that of the ran-
dom geometric network as shown in Fig. 5, see Remark 6 for
the reason.

For better understanding on the role of predetermined
paths, we first illustrate typical trajectories of predeter-
mined paths and then show the load distribution of the
proposed routings in the following two figures.

Experiment 3 (Trajectory of predetermined path). Fig. 7
plots typical trajectories of predetermined paths and the short-
est paths of specific node pairs for the random geometric

network. For simplicity, we only plot node locations and
do not plot edges between nodes. As shown in the figure,
predetermined paths naturally detour the network center in
order to avoid the load concentration at the center [9], [10].
Hence the proposed construction of predetermined paths pro-
vides a simple and efficient way of geometrically detouring
path construction, which has been studied in [11], [19]. More
importantly, it provides maximally disjoint routing paths [15],
[33], [34], which is able to spread the overall load over all
links. This is the primary reason that the predetermined path
routings achieve much smaller delay than the shortest path
routing for both random geometric and random torus net-
works (see Experiments 1, 2), which can be also verified from
the following figure.

Experiment 4 (Load distribution). Fig. 8 plots the his-
togram of the load distribution, i.e., histogram of {le}e∈E , for
Routings A, B, C, and the shortest path routing in Experiment
1. For the shortest path routing, a large portion of links
remains unused or delivers very small amount of load and
these less-utilized links severely degrade the average delay
performance. On the other hand, this problem is resolved for
Routing A since each SD pair sets its routing path based on
current load information of the entire network so that links
with less amount of load are likely to be chosen, which gives a
smaller link delay. From the load distributions of Routings B
and C, we know that similar load balancing is indeed achiev-
able by predetermined path routing with a small number of
predetermined paths.
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Fig. 6. Average delays for the random torus network when N = 500 and dmax = 0.14, where fe(x) = x and rk = 1 (top left), fe(x) = x2 and rk = 1
(top right), fe(x) = x and rk ∼ Unif(0, 2) (bottom left), and fe(x) = x2 and rk ∼ Unif(0, 2) (bottom right) were used.

6.2 Grid Networks
We construct two different types of grid networks in the
following manner.

• Grid geometric network: N nodes are deployed in
a grid network of size

√
N × √

N. There exist links
(i, j) and (j, i) if the Euclidian distance between nodes
i and j is less than or equal to dmax > 0.

Fig. 7. Examples of trajectories of predetermined paths (solid curves)
and the corresponding shortest paths (dashed curves) when N = 2000,
dmax = 0.07, fe(x) = x , and rk = 1.

• Grid torus network: The node deployment and link
connection are the same as those assumed for grid
geometric network except that the distance between
nodes are measured under the grid torus network
topology.

The average delay performance of grid networks is sim-
ilar to that of random networks. The average delays of the
two predetermined path routings, Routings B and C, quickly
converges to the average delay of Routing A as the number
of predetermined paths increases. Hence we can again sig-
nificantly reduce the amount of required load information
and computational complexity in grid networks by routing
through a small number of predetermined paths. One notice-
able thing is that the gap between the achievable delays of
the proposed routings and its lower bound in Theorem 1
is smaller than that of random networks and even there is
a case in which the lower bound becomes tight, which can
be shown from the following example.

Experiment 5 (Delay of grid networks). Fig. 9 plots the
average delays for the grid geometric network and the grid
torus network when the link delay functions are linear.
Similarly, Fig. 10 plots the average delays when the link delay
functions are quadratic. Due to the regularity of the node dis-
tribution and the fact that there only exist links between eight
adjacent nodes for dmax = √

2, Routing A will impose simi-
lar amount of load on every link so that the gap between the
achievable delay and its lower bound becomes smaller than
that of the random networks. The same is true for Routings B
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Fig. 8. Histogram on the load distribution for the random geometric net-
work when N = 500, dmax = 0.14, Mp = 16, fe(x) = x , and rk = 1,
where K = 10000 was used for (a) and K = 20000 was used for (b).
Here each bar at the x-axis a denotes the average number of links
whose loads are in the interval [a, a + 5).

Fig. 9. Average delays for the grid geometric network (left) and for the
grid torus network (right) when N = 25×25, dmax = √

2, fe(x) = x , and
rk = 1.

Fig. 10. Average delays for the grid geometric network (left) and for the
grid torus network (right) when N = 25 × 25, dmax = √

2, fe(x) = x2,
and rk = 1.

and C. Especially for the grid torus network, the gap becomes
tight since there is neither the network center nor the network
boundary so that every link delivers almost the same amount
of load for this case.

7 CONCLUSION

In this paper, we studied the minimum delay routing prob-
lem for a network of direct graph having K uniformly
distributed SD pairs at random. We mainly focused on the
heavy traffic regime where there is a relatively large num-
ber of SD pairs compared to the network size. We first
derived the lower bound on the average delay in the limit
of large K and showed by simulation that it is tight for a
certain class of grid networks. We then studied the min-
imum delay distributed routing problem in which each
SD pair is able to set its routing in a distributed man-
ner with and without partial load information. We showed
that both the minimum delay routing and the minimum
delay distributed routing achieve a bounded multiplicative
gap whp between any link loads. We also proposed sev-
eral predetermined path routing algorithms that are able
to set their routing within polynomial time based on par-
tial load information and without any load information.
We demonstrated by simulation that, for a broad class of
link delay functions and traffic patterns, the proposed rout-
ing algorithms efficiently reduce the average delay only
with very limited load information and low computational
complexity.
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